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COMPUTERIZED BASELINE ESTIMATION AND AVERAGING

OF EXERCISE ELECTROCARD I OG RAM S

INTRODUCTION

When r e f e r re d  to the ‘IJSAP School of Aerospace M e d i c i n e  fo r  evalua-
t i o n , many aircrewmen have a t readmi l l  exerc i st  s t ress  tes t  performed .
This test is used to determine the  r e a c t i o n  of L:~c subjec t ’ s cardio-
vascular system to increasing levels of stress. During the entire
test ing period , the subject ’s vec torcardiogram is recorded on FM analog
m ag n e t i c  tape fo r  use in f ut u r e  cardiovascular  s tud ies .  The VCG is also
recorded on a strip—chart recorder for the pdysician ’s use in evaluating
the subject.

To prepare the data recorded on analog magnetic tape for future
studies , each channel is digitized at 500 samples/s ec by a Data General
NOVA m inicomputer. These data are stored as a series of digital values
on digital magnetic tape , and the tape is processed on an IBM 360/65
to der ive an averaged beat. Interval and rhythm measurements may then
be made on the continuous data , while amplitudes and ang le measurements
are made on the averaged beat.

Almost all exercise vectorcardiographic data contain some high—
fr equency noise due to muscle ac tiv ity and other exer cise induced
electrical activity. The data may also contain other types of
extraneous electrical interference. To increase the signal—to--noise
ratio, waves are averaged after a zero reference has been defined to
remove low—frequency variations induced by respiration , perspiration ,
and other causes.

Typical solutions to the baseline—variation problem include (1)
e liminat ing from future processing all beats whose zero—reference lines
exceed a conservative threshold , (2) frequency spectrum filtering , and
(3) firs t—order estimation with removal of the zero—reference values
(4 , 6). For an investigator taking measurements on individua l beats or
using a large volume - f data , eliminati on of cer tain hea ts may be an
efficient solution . Not all processing schemes can accept noncontinu—
ous da ta , however , nor do all da ta sets have an abundance of beats.
For these c ases, fil tering and zero—reference adjustment are require-
ments. Our experience in treadmill stress testing has indicated that a
high—pass filter must have the lower 3-dB frequency above 0.5 Hz in
order to remove often—encountered baseline frequencies . This filter ,
however , Is in conflic t with American Heart Association standards and ,
i f app lied to all VCGs , influences diagnostically sensitive low—
frequency components such as ST segment (1). In an eftort to reduce
this effect , other investigators have used a straight line between the



pre—P—wave and post—T—wave period of each cycle as a zero—referen~~’
line (2 , 3). This strai ght—line estimator preserves low—frequency
heart activity; however , it can follow only very low freq uency var latlu .
To preserve low—frequency hear t informa t ion while removing higher
f req uency var ia t ion , we have increased the order of the estimator fF 11

one to three and selected one point (node, or knot) per cardiac cv cll’
through which the estimate must pass.

Although the order of the estimator polynomial is greater than one ,
the implementation remains simple and efficient using state—space
concepts (5). We use the mean of the values of a segment of the PR
interval of a vectorcardiogram as a zero—reference point because it is
not difficult to locate and is always present , even at hi gh heart rit es
when there is no interva l between a T wave and the following P wave .
(The PR segment locator is described in append ix A.) At ear PR
interval there is a node through which the estimator must pass. We
choose a third—order estimator , cub ic spu me , to connect these nodes.

THEORY AND IMPLEMENTATION

On the interval O ,T1 (see Fig. 1), let the basel ine estimate ,
y(t), be a cubic polynomial of the type :

‘ ‘ ‘  3 ‘‘ 2
y(t) = y (O)t /6 + y (0)t /2 + y (O)t + y(0) (I)

(f irs t four terms in a ~l ’II ’laurjn series , where deriva tives of order
four and higher are zero everywhere). At t 0, we are given that

y(O) = y
0 

(2)

and

y (O) = y
0

(The initialization problem is addressed in appendix B.) For equati~’’

I to he totally determined , it is necessary to find v (0) and v (O).

By choosing a new y and y lIt each knot , only y ‘md ‘i are
continuous functions over the complct~’ ECG record.
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Figure 1. Typical ECG with PR knots identifieci.

An addit&onal  c r i t e r ion  tha t  must be satisfied is that

y(T
1
) = y

1 
(4)

e.g. , the es t imate must pass through the next node at sample T
1
. Also,

from stability considerations it seems prudent to choose

y ( T
1
) = - y

0
)/T

2 
(5)

e.g., the esriilatc ’s slope at sample T
1 

equals tha t of a s traight line
passing through the two adjacent PR segment knots. Classical splines
of order three and higher , in which only the highest derivative is
discon tinuous , suffer stability problems during computation (5). But

by defining both y(t) and y (t) at each knot , we arrive at a stable

solution . Note that over interval O ,T
1
, y (t) is determined by

differentiating equatic:’ 1 with respect to time ,

y ( t) - y (O) t
2 
+ y (0) t + y (O) (6)

From equations 1 , 2, 3, and 4 , we get equation 
7:3



y
1 

- y (O)T
1
3/6 + y (0)T

1
2/2 + y

0 
T
1 
+ y

0 
(7)

and from 3 , 5, and 6 , we get equation 8:

y ( T
1
) - 

~~2 
y
0

)/T
2 

= y (O)T
1
2/2 + y (O)T

1 
+ y

0 
(8)

Two linearly independent equat ions , 7 and 8 , containing only two wart-
I , ,

ables, y (0) and y (0) , yield the following solutions for those vari-
ables:

y (O) = l2(y
0 

- y1
)/ T

1 
+ 6(y

0 + (y
2
- y

0
)/T

2
)/T

1
2 (9)

y (0) -6(y
0 

- y 1 ) 1T 1
2 - 2 (2 y0 

+ (y
2 

- y
0

)/T
2

)/T
1 

(10)

Using equation I and the values both given and derived for
‘ ‘ V

y(O) , y (0), y (0), and y (0), the baseline es t imate , y(t), can be com-
puted for every sample point in interval 0,T1 

and then subtrac ted from

the original ECG to yield the baseline—removed ECG. However , computa-
tions using cubes and squares are time consuming. A more elegant and
brief approach to calculating y(t) between nodes uses a state—space
(transition matrix) approach since the nonzero derivatives of y(t) are
limited to only the first three . Using equation 1 and differentiating
with respect to time , we get the following system of equations, or
tate rela t ionships:

‘ ‘ ‘  3 ~~‘ 2
y(t) y (0)t /6 + y (0)t /2 + y (0)t + y(0)

y ( t) = y (O)t
2/2 + y (0) t + y (0)

I V  V~~~V
y (t) = y (0)t + y (0)

V I ,  I V ?
y (t) — y (0).

and y~ (t) = 0 for n — 4.

In matrix notation

2 3 ’
y(t) 1 t t /2 t / 6  y

,

(0)

y (t) 0 1 t t /2~ v (0)
= $ 1

y (t) 0 0 1 t y (O)
I , ,  I , ,y (t ) 0 0 0 1 y (O)

At this juncture , we still have not eliminated cubes or squares ;
however , by choosing t equa l to one sample interval , we obtain:

4



y(I) 1 1 1/2 1/6 y(O)
I V

y (1) 0 1 1 1/2 y (0)
I ,  ,,

y (l) 0 0 1 1 y (0)
‘ ‘ I

y (l) 0 0 0 1 y (O)

then by itera t ing, we ge t :

r y ( N +l) 1 1 1/2 1/6 1 y(N)
V V

y (N+1) 0 1 1 1/2 y (N)
= ,,

y (N+l) 0 0 1 1 y (N)
V I ,

y (N+l) 0 0 0 1 [y (N)

where N and N+l are adjacent sample indices. (N is a nonnegative
integer.) Starting with N = 0, this system of equations can be recur-
sively applied until all values of y(t) have been computed on interval
0, T1. When computed , each y(t) is subtracted from the original ECG

data, and the result is stored back into the same data array loca tion.
In this manner, the baseline estimate is removed from the original ECC.

I , ,

At each new PR knot, a new y (0) and y (0) are computed using equations
9 and 10, in which the abscissa of the new knot is reinitialized to

V I  1 e V

zero; e.g., N — 0. The new values for y and y are inserted into
the state column matrix:

y (0)

y
’ (0)
‘ V

y (0)
‘ I ,

y (0)

and the recursive process is begun again and continued until another
knot is encountered .

This simple procedure is used to produce the average wave by
defining fixed—length windows around the PR zero-reference points in
the other windows. Each sum is then divided by the number of windows
to provide the average wave which has the PR segment as its zero—
reference point. These average waves can be measured for specific
parameters upon which to base diagnostic or research findings.
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i~iSU1;TS

Fi gure 2 i l l u s t r a t e s  t h e  e ’~~ect s  of our base l ine  e s t i ’ r t i o n  and
r emova l process on .in actual ECG load obta ined  frn~’ a patient during
t readmi l l  exerc L~~.. at the l’SAy School of Aerospace V..~ icine. The

~atient~ s ECG .~~~~~ a’ . v ’ r a ~’e heart rate of 110 beats ~er “~~t~ :‘nd
contains ~‘otb ST—s e~çicnt depression and flattening . This original F.CC
is shown as the to? tr acing in Figure 2. The locations chosen for ~~~
N ~ n ’t s , as described ft appendis A , are mar~ rd vertical ines.
Computer—g :nerated base l l”c noi se (fi teno : ‘tnrkov ~rocoss with fre-
quenc y com: ,’ncnts ess t hin 0.5 ~z) ‘~::as c~d~Jcd to the or gina ’ to crc:~
a baseLine—ccrr’:~~ted I’C’ (t ~’e ‘~‘l~~ I ‘ r n g i n~ ECG In F i g .  2 )  . T’

base l ine  process ~
‘n ’t t “rr ’K ” . ~~sr th at was added to

?~ r uce the  “as~~ ~r e  ~ ‘c ’ss ) ‘~a .  L~~t Imsted  as de~ cn i bcd ‘~~ J 5 ’

th e  Theory and ITc Ic ’  t , ’ t i ’ r i  s ect  ~~~~ and th e  nr  ‘c ed ‘C G  was ob-
t a ined  by s uu tr a c t :n l ;  est~~ ~~e f r ’nn the  b a r e ’ e~ o r r n n t e J  ‘C r ~ .
The d i f f  ~ence ( e r r o r )  t~a n  t ’ c p a t ien t ’ ; or~~~ina ECG and t ’

~”~
c o n p u t :r  a s e l i n c — r e ’ n o v . .  ..Ci~. ~‘a~ a to the same scale f a c : n ’ . is
shawn . a t  the h o t  t s n  ‘f F - r e

F igure  3 illustrates the difference between the averages ~f the
patient ’s original ECG and the  baseline—removed ECG . Twenty beats
were added to  ob ta in  each Of these averages. The di ~renee . shown
at the same scale factor , is a straight line for all practft .i’ pu rposes.

Figures  4 , 5. and 6 illustrate the frequency adat’tation of the
baseline—removal process. For these figures , the added ~‘.ls”i ine noise
has fre~ ui ’~cv components above 1.0 Hz. The error magnitudes decrease
w i t h  the in creas ing  hear t rate.

I i~~ .’ 8 illus tr at e more cuant4,tati.velv the effect of be’[’’~
te ft ‘~~-o v i”  a baselJne IO1SC of a given r rcruencv . Shown at t he

t n  ~~~ .‘ y~res is c n r e l v  sin -~o d a ~ baseline over laid bv it s
sp ijnft e s ti”i t~~. Shour at the ho:tom is t:ce error hotwoen the ~‘,9seline
an its ‘ o .  The FC~ i s  -‘~~t I. n or t an t  he re •n ’- d b~~s ~“~“r ‘ o f t  ‘n~
or ’ hI K n o t s  it wh oh t h e  baseli ne process is sa~np ccl ~r s’

~ ’~rn . 
‘‘ 1

si~ ni f . in  c lies in t b  r.’’ i o  of t h e  b a s e H n e  ‘r”r  .~v ~~
c.~~~li nc~ rate . A~ can b’~ seen in ~ig Ire 7. ~1’en ti’ ~atio of baseline
f” quency ~~“ bac’-’~ ine ‘-“Ifog ‘ r e q u e n cv  is 1/4 . t ~e e”ror between

~ as e i  ire and “st  i’nate ~s” t in-’ 22:  a-’d fr ’sn  ‘ i .g u r e  8 wh o ”  t ’  ‘at .0
is /8, the orr’r is 1’ss ?7 , In p ract ice , th i “b: if ” sann l  *n g
frequency” is controlled ‘- ‘.‘ the H ar t  rate of “hr ind ividu al being
mc’asured .
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av erapc ori ginal ECG

average improved ECG

error — average original ECC — average improved ECG

Figure 3. Average performance.
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CONCLUSIONS

We have demonstrated a generalized and efficient method of using
cubic splines to estimate the baseline process within an ECG ; using
only the PR—interval knots. The baseline is removed by simply sub-
trac ting the estimate from the raw data. Low—frequency heart activity
is unaffected by this process since such activity is not admitted into
the baseline estimate and hence cannot be subtracted from the raw data.

We have also empirically demonstrated that when the baseline
sampling frequency is four t imes higher than a bas eline f requency
component , more than 88% of that baseline component is removed (i.e.,
at a resting heart rate of 60 beats per minute , baseline components at
0.25 Hz are effectively removed ; and at an exercis~ heart rate of 150
beats per minute , baseline ’ components up to 0.6 Hz are effectively
removed without affecting ST segments).
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APPENDIX A

PR-INTERVAL KNOT IDENTIFICATION

The abscissa, or location in time, of a PR—interva l knot is
arbitrarily placed 66 msec before the R—wave ’s maximum downslope.
The downslope of the ECG at any time I is computed using an average
negative—slope estimate where

downs l op e( I)  = da tum (I— 6)  + d atum ( l - 2 )  — daturn (I+2) — datum(I+6 )

The time interval between adjacent data points is 2 msec , The search
for maximum downslope occurs when the computer  dowic ~’ilope value exceeds
60% of the previous maximum (this 60% threshold may be initialized by
calculating the maximum within the first 2 sec of data). During the
search, the first dowuslope value that is less than its predecessor ,
defines its predecessor ’s value as the new maximum .

Once the abscissa of the PR—knot is located via the previous pro-
cedure, the ordinal value is chosen to be the average ord inal value of
the 9 data points whose abscissae are nearest to and include the
abscissa of the PR knot. Rationale for using 9 points to estimate the
PR—Interval knot, centers on eliminating the effects of 60—Hz noise
based on the data—sampling frequency . An average over 9 points origi-
nally acquired at a sampling frequency of 500 Hz, spans 16 msec , or
nearly one cycle of 60—Hz noise. From elementary digital—filtering
theory, we know that averages consisting of symmetrically spaced points
spreading exactly over one cycle of a sinusoidal signal are not biased
by that signal component . Thus, a baseline estimate constructed from
9—point averaged PR knots where the original data sampling rate was
500 Hz, Is relatively insensitive to 60—Hz noise.

u’~~~~~~~.
‘a1 ~~~~~ ~ ~~~ ~.

. 
~

15



APPENDIX B

PROCESS INITIALIZATION

The process may begin any number of ways. Two methods are shown
below , both using the first three PR—interval knots.

1. This method simply def ines a parabola through the first threi
knots to specify the ini tial state vector

y (0)

y (0)

y (0)

y (0)

By algebraic manipulation , we determine that

y (O) 2[y0
(T2 - T1) - y

1
T
2 
+ y

2
T
1j
/D

and y (0) = -[y0
(T
2
2 

- T
1
2) + y

1
T
2
2 

- y
2
T
1
2] ID

where D (T
1
T2
2 

— T
1
2
T
2
)

‘ I ’
and where y (0) = 0 for a parabola (second—order equation) and

y ( O ) = y O

2. This method of beginning is to arbitrarily choose

y (O) = (y
1 

- y0
)/ T

1

and

y (0) =

I ,

F~~.’ b y using test c ’c c a t i o ~s h and 10 , y (0) and y (0) may be determined .

The results presented in this paper used the parabolic initializa-
tion method .
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